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Abstract 

 
Penelitian ini bertujuan untuk merancang dan membangun sistem drone dengan kemampuan pengenalan 
objek  berbasis  Artificial  Intelligence  (AI)  guna  meningkatkan  efektivitas  pengawasan  keamanan  di 
lingkungan Akademi Angkatan Laut. Sistem ini dirancang untuk mampu beroperasi secara otonom dengan 
mendeteksi dan mengenali objek tertentu melalui kamera standar tanpa fitur zoom. Teknologi AI yang 
digunakan difokuskan pada pendeteksian objek secara  real‐time menggunakan algoritma dari OpenCV 
dan TensorFlow. Proses pengujian mencakup tiga tahap yaitu pengujian perangkat lunak, perangkat keras, 
serta  integrasi  sistem  secara  keseluruhan.  Hasil  pengujian  menunjukkan  bahwa  sistem  mampu 
mendeteksi objek secara akurat dalam berbagai kondisi pencahayaan serta mampu melanjutkan patroli 
meskipun terjadi gangguan koneksi. Dengan demikian, sistem drone ini dapat diandalkan sebagai solusi 
modern dalam meningkatkan sistem pengawasan keamanan, khususnya di wilayah dengan risiko blind 
spot atau gangguan sinyal. 
 
Kata Kunci: Drone, Artificial Intelligence, Pengenalan Objek, OpenCV, Sistem Keamanan. 

 
ABSTRACT 

This  research  aims  to  design  and  develop  a  drone  system  equipped with  object  recognition 
capabilities  based  on  Artificial  Intelligence  (AI)  to  enhance  the  effectiveness  of  security 
surveillance  within  the  Naval  Academy  environment.  The  system  is  engineered  to  operate 
autonomously by detecting and identifying specific objects through a standard camera without 
zoom  features.  The  AI  technology  implemented  focuses  on  real‐time  object  detection  using 
algorithms  from  OpenCV  and  TensorFlow.  The  testing  process  includes  three main  stages: 
software  testing, hardware  testing, and  full  system  integration. The  results  indicate  that  the 
system  is  capable  of  accurately  detecting  objects  under  various  lighting  conditions  and  can 
continue  its patrol missions even  in the event of connection  loss. Therefore, the drone system 
proves  to be a  reliable modern  solution  to  strengthen  surveillance operations, particularly  in 
areas prone to signal blind spots or interference. 
 
Keywords: Drone, Artificial Intelligence, Object Recognition, OpenCV, Security System. 
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1.    Pendahuluan   
Akademi  Angkatan  Laut  (AAL)  merupakan  insƟtusi  pendidikan  militer  yang  berada  di  bawah 

naungan TNI Angkatan Laut. AAL memiliki tanggung jawab strategis dalam membentuk perwira‐perwira 
TNI AL yang profesional, disiplin, dan memiliki kemampuan takƟs maupun teknis yang unggul. Mengingat 
peran vitalnya, lingkungan AAL Ɵdak hanya berfungsi sebagai tempat pendidikan, tetapi juga sebagai objek 
vital negara yang kerap menjadi  lokasi penyelenggaraan kegiatan penƟng seperƟ pelaƟhan militer, apel 
pasukan, dan kunjungan pejabat Ɵnggi negara. Oleh karena itu, sistem keamanan yang efekƟf dan adapƟf 
sangat diperlukan untuk memasƟkan kelancaran dan keselamatan seluruh akƟvitas di dalamnya. 

Selama ini, sistem keamanan di AAL masih bergantung pada perangkat pengawasan konvensional 
seperƟ Closed‐Circuit Television (CCTV). Meski memberikan manfaat dasar dalam hal pemantauan visual, 
sistem  ini memiliki keterbatasan dalam hal cakupan area, fleksibilitas, serta respons terhadap ancaman 
yang dinamis. Kamera CCTV bersifat staƟs dan hanya mampu merekam dari sudut pandang tertentu. Hal 
ini menyebabkan munculnya  ƟƟk‐ƟƟk blind  spot yang berpotensi menjadi celah keamanan. Selain  itu, 
kamera CCTV memerlukan  infrastruktur tetap dan umumnya kurang opƟmal pada kondisi pencahayaan 
rendah atau dalam situasi lingkungan ekstrem. 

AlternaƟf  lain  seperƟ  penggunaan  rover  atau  kendaraan  pengawas  darat  juga  memiliki 
keterbatasan. Rover hanya dapat beroperasi di permukaan  tanah yang datar,  serta  kesulitan melewaƟ 
medan berat, tangga, atau pagar. Pergerakannya juga lambat dan jangkauannya terbatas, sehingga Ɵdak 
efekƟf  untuk  pengawasan  area  yang  luas  atau  lokasi  dengan  banyak  hambatan  fisik.  Dalam  konteks 
lingkungan  AAL  yang  memiliki  banyak  elemen  bangunan  berƟngkat,  ruang  terbuka  luas,  sistem 
pengawasan darat dinilai kurang efisien dan kurang responsif terhadap situasi ancaman yang bergerak 
cepat. 

Di tengah keterbatasan tersebut, teknologi drone muncul sebagai solusi yang  lebih fleksibel dan 
efisien untuk kebutuhan pengawasan modern. Drone memiliki keunggulan berupa mobilitas Ɵnggi, dapat 
menjangkau area‐area sulit, serta Ɵdak tergantung pada kondisi permukaan tanah. Kemampuannya untuk 
bergerak secara verƟkal dan horizontal dalam waktu singkat menjadikannya sangat cocok digunakan untuk 
sistem  keamanan di  lingkungan  seperƟ AAL.  Selain  itu, drone dapat dioperasikan  secara manual  atau 
otomaƟs, dan mampu diarahkan dengan cepat menuju ƟƟk rawan atau objek yang mencurigakan. 

Keunggulan  drone  akan  semakin maksimal  apabila  dikombinasikan  dengan  teknologi  ArƟficial 
Intelligence  (AI),  khususnya  pada  kemampuan  pengenalan  objek  (object  recogniƟon).  Dengan 
pemanfaatan algoritma pembelajaran mendalam  seperƟ YOLO  (You Only  Look Once),  sistem  ini dapat 
mengenali  manusia,  kendaraan,  maupun  objek  tertentu  secara  real‐Ɵme,  bahkan  dalam  kondisi 
lingkungan  yang  kurang  ideal  seperƟ pencahayaan minim atau kerumunan  (Redmon & Farhadi, 2018; 
Wang et al., 2021). Teknologi AI  juga mampu mendeteksi anomali atau perilaku mencurigakan  secara 
otomaƟs, sehingga mempercepat proses pengambilan keputusan dalam sistem keamanan (Nguyen et al., 
2021). 

Meskipun teknologi drone dan AI sudah tersedia secara global, peneliƟan ini Ɵdak berfokus pada 
penggunaan  produk  yang  sudah  jadi, melainkan  pada  proses  perancangan  dan  pembangunan  sistem 
secara mandiri. PeneliƟan ini diarahkan untuk merakit drone dari awal, mulai dari pemilihan komponen, 
integrasi  perangkat  keras,  hingga  pemrograman  sistem  pengenalan  objek  berbasis  AI.  Fokus  utama 
peneliƟan adalah menciptakan sistem pengawasan udara yang disesuaikan dengan kebutuhan lingkungan 
AAL, dengan pendekatan teknis yang aplikaƟf dan bisa dikembangkan lebih lanjut di masa depan. Hal ini 
sekaligus menjadi bentuk kontribusi dalam pengembangan teknologi pertahanan nasional yang mandiri 
dan adapƟf terhadap kemajuan zaman. 

Dengan  latar  belakang  tersebut,  peneliƟan  ini  berjudul  "Rancang  Bangun  Drone  dengan 
Kemampuan Pengenalan Objek Berbasis ArƟficial  Intelligence Guna Meningkatkan Sistem Keamanan di 
Akademi Angkatan Laut". Tujuan utama dari peneliƟan ini adalah membangun sistem drone berbasis AI 
yang  dapat  berfungsi  secara  efekƟf  dalam  mendukung  pengawasan  di  lingkungan  AAL.  Selain 
meningkatkan  efisiensi  dan  responsivitas  dalam  sistem  keamanan,  peneliƟan  ini  juga  diharapkan 
memberikan nilai edukaƟf bagi taruna, serta membuka peluang integrasi teknologi modern dalam prakƟk 
militer. Dengan  sistem yang dirancang  secara  spesifik,  solusi  ini  juga dapat dikembangkan  lebih  lanjut 
untuk konteks militer lainnya, sebagai bagian dari transformasi teknologi pertahanan Indonesia. 
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2. Metode 
PeneliƟan  ini  menggunakan  metode  rekayasa  dan  eksperimental,  dengan  pendekatan 

perancangan  perangkat  keras  dan  pengembangan  perangkat  lunak  untuk  membangun  sistem  UAV 
berbasis kecerdasan buatan yang mampu melakukan pengenalan objek secara real‐Ɵme. 

2.1  Prosedur PeneliƟan 
a. Studi literatur terkait drone, sistem navigasi otonom, dan teknologi object detecƟon. 
b. Perancangan protoƟpe UAV, termasuk pemilihan hardware dan soŌware. 
c. Implementasi sistem: integrasi perangkat keras dan pemrograman perangkat lunak. 
d. Pengujian komponen sistem secara individual dan terintegrasi. 
e. Analisis hasil pengujian untuk mengevaluasi performa sistem. 
f. Penyusunan laporan akhir hasil peneliƟan. 

 
2.2  Perancangan Sistem 

Perancangan  sistem  ini  dilakukan  melalui  pendekatan  bertahap  untuk  memasƟkan  seƟap 
komponen, baik perangkat keras maupun perangkat lunak, dapat berfungsi dengan baik sebelum akhirnya 
diintegrasikan menjadi satu sistem yang utuh. PeneliƟan ini berfokus pada pengembangan drone berbasis 
kecerdasan  buatan  (ArƟficial  Intelligence/AI)  yang  dilengkapi  dengan  kemampuan  pengenalan  wajah 
untuk meningkatkan keamanan di lingkungan Akademi Angkatan Laut (AAL). 

Proses  perancangan  dimulai  dengan merancang  perangkat  lunak  terlebih  dahulu,  diikuƟ  oleh 
perancangan  perangkat  keras,  dan  akhirnya  integrasi  antara  keduanya.  Langkah  ini  bertujuan  untuk 
memasƟkan  seƟap  elemen  bekerja  secara  opƟmal  dan  sesuai  dengan  kebutuhan  operasional  drone. 
Proses  perancangan  juga  memperƟmbangkan  tantangan  yang  mungkin  dihadapi,  seperƟ  kondisi 
lingkungan operasional dan keterbatasan perangkat keras. 

 
 

Tahapan‐tahapan yang dilakukan dalam perancangan sistem ini melipuƟ : 
a. Pengumpulan Data dan Studi Literatur 

Tahapan  ini bertujuan untuk memperoleh  informasi  yang  relevan  terkait pengembangan 
sistem drone berbasis kecerdasan buatan (AI). Data dan teori dikumpulkan melalui studi pustaka 
dari  jurnal  ilmiah, buku  referensi, dan hasil peneliƟan  terdahulu. Dalam  tahap  ini, penelusuran 
literatur mencakup  teknologi drone, algoritma pengenalan wajah berbasis ConvoluƟonal Neural 
Networks (CNN), dan integrasi perangkat keras serta perangkat lunak. Selain itu, keunggulan dan 
keterbatasan algoritma pengenalan wajah  juga dikaji,  termasuk pengolahan citra menggunakan 
pustaka OpenCV. Komponen perangkat keras drone seperƟ flight controller Pixhawk, modul GPS, 
motor  brushless,  dan  kamera  resolusi  Ɵnggi  juga  menjadi  fokus  analisis.  PeneliƟan  ini  juga 
mencakup  regulasi  penggunaan  drone  untuk memasƟkan  bahwa  perancangan  sesuai  dengan 
aturan yang berlaku di lingkungan strategis seperƟ Akademi Angkatan Laut (AAL). 

Selain mengkaji komponen teknis, pengumpulan data  juga melibatkan analisis kebutuhan 
sistem di  lingkungan AAL. Analisis  ini bertujuan untuk memahami tantangan operasional seperƟ 
area pengawasan yang luas, variasi kondisi pencahayaan, dan potensi gangguan sinyal. Berdasarkan 
analisis ini, dirumuskan kebutuhan spesifik yang akan menjadi dasar dalam perancangan algoritma 
dan perangkat keras drone. 

Hasil yang diharapkan dari tahap ini adalah tersusunnya dokumen kajian teoriƟs dan teknis 
yang dapat menjadi dasar untuk proses perancangan sistem selanjutnya. 
b. Perancangan Perangkat Lunak 

Perancangan perangkat lunak dilakukan untuk mengembangkan sistem pengenalan wajah 
yang mampu beroperasi secara real‐Ɵme. Tahap  ini mencakup pengembangan algoritma dengan 
memilih kerangka  kerja  seperƟ TensorFlow atau PyTorch untuk mendukung  implementasi CNN. 
Algoritma  dirancang  untuk  memproses  data  visual  mulai  dari  pengambilan  gambar  hingga 
idenƟfikasi  individu  berdasarkan  fitur  wajah.  Untuk  meningkatkan  efisiensi,  pustaka  OpenCV 
diintegrasikan guna mendukung pengolahan citra yang dihasilkan oleh kamera drone. 

Selain  itu, dataset seperƟ Labeled Faces  in the Wild  (LFW) atau dataset  lain yang relevan 
digunakan dalam proses pelaƟhan model. Dataset  ini dipilih karena keanekaragamannya dalam 
menampilkan wajah  dari  berbagai  sudut  dan  kondisi  pencahayaan,  yang  sangat  penƟng  untuk 
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meningkatkan akurasi sistem. Proses pelaƟhan melibatkan beberapa tahapan, seperƟ augmentasi 
data untuk menambah variasi dataset dan opƟmasi hyperparameter untuk meningkatkan performa 
model. 

Antarmuka  pengguna  atau  user  interface  (UI)  sederhana  juga  dirancang  untuk 
mempermudah pengendalian sistem dan visualisasi hasil deteksi wajah. Dengan langkah‐langkah 
ini,  perangkat  lunak  diharapkan mampu memproses  data  visual  secara  akurat  dan  kompaƟbel 
dengan perangkat keras drone. 
c. Perancangan Perangkat Keras 

Perancangan perangkat keras difokuskan pada desain dan pemilihan komponen yang dapat 
mendukung stabilitas penerbangan serta akurasi pengawasan visual. Dalam tahap  ini, spesifikasi 
teknis dari komponen utama, seperƟ flight controller Pixhawk, motor brushless, modul GPS, kamera 
resolusi Ɵnggi, dan baterai LiPo, dirancang secara rinci. Selain itu, kerangka drone dibuat dari bahan 
ringan  seperƟ  serat  karbon  untuk  memasƟkan  stabilitas  dan  ketahanan  terhadap  gangguan 
eksternal. 

Perancangan  juga mencakup konfigurasi kabel dan konektor untuk memasƟkan distribusi 
daya dan komunikasi data antar komponen berjalan  lancar. Selain  itu, pengujian awal dilakukan 
pada seƟap komponen sebelum diintegrasikan untuk memasƟkan kompaƟbilitasnya. Pengujian ini 
melipuƟ stabilitas motor brushless, sensiƟvitas modul GPS, serta kualitas rekaman kamera dalam 
kondisi pencahayaan rendah. 

Dengan penyusunan ini, perangkat keras diharapkan dapat mendukung operasi drone secara 
efisien dan sesuai dengan kebutuhan peneliƟan. 
d. Integrasi Sistem 

Integrasi  sistem  dalam  peneliƟan  ini  mencakup  penggabungan  perangkat  keras  dan 
perangkat  lunak  agar  drone  dapat  berfungsi  sesuai  dengan  rancangan.  Proses  ini melibatkan 
sinkronisasi  antara  algoritma  pengenalan  wajah  berbasis  ArƟficial  Intelligence  (AI)  yang 
dikembangkan pada perangkat lunak dengan perangkat keras drone. 

Pada tahap ini, komunikasi antara perangkat keras dan perangkat lunak diatur menggunakan 
protokol  komunikasi  langsung  yang  kompaƟbel  dengan  komponen  perangkat  keras.  Proses  ini 
mencakup  konfigurasi  antarmuka  komunikasi  serial  pada  flight  controller  dan  pemrograman 
mikroprosesor  agar  dapat  menerima  serta  mengeksekusi  perintah  dari  algoritma  AI.  Sistem 
dirancang agar drone dapat mengolah data secara real‐Ɵme, seperƟ membaca umpan balik kamera 
dan memproses hasil pengenalan wajah tanpa gangguan. 
Langkah‐langkah utama dalam integrasi sistem adalah sebagai berikut : 

1) Pengaturan Perangkat Keras. 
Semua  komponen  perangkat  keras,  seperƟ  flight  controller,  kamera,  dan modul 

navigasi GPS, dikonfigurasi agar dapat terhubung dan berfungsi sesuai dengan desain awal. 
Konfigurasi ini memasƟkan perangkat keras mampu menerima perintah dengan benar. 
2) Penghubungan Antarmuka Perangkat Lunak dan Perangkat Keras. 

Perangkat  lunak  yang  telah  dirancang  diintegrasikan  dengan  perangkat  keras 
menggunakan  komunikasi  serial.  Skrip  kontrol  dikembangkan  untuk  menghubungkan 
kamera dengan algoritma pengenalan wajah berbasis library OpenCV dan CNN. 
3) Uji Coba Integrasi. 

Pengujian  awal  dilakukan  untuk  memasƟkan  komunikasi  perangkat  keras  dan 
perangkat lunak berjalan dengan baik. Pengujian ini melibatkan simulasi pergerakan drone 
berdasarkan input dari algoritma perangkat lunak. 
4) Kalibrasi Sistem. 

Setelah uji coba, dilakukan kalibrasi untuk memasƟkan respons drone sesuai dengan 
kebutuhan operasional. Kalibrasi ini mencakup penyesuaian sensiƟvitas kamera, kestabilan 
drone, dan akurasi pengenalan wajah. 

Sistem yang telah diintegrasikan diharapkan mampu menjalankan dua fungsi utama, 
yaitu pengawasan secara mandiri dengan waypoint yang sudah di tentukan dan pengenalan 
wajah  real‐Ɵme.  Dengan  demikian,  drone  dapat  berfungsi  secara  efisien  di  lingkungan 
strategis seperƟ kampus Akademi Angkatan Laut (AAL). 
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Gambar 2.1 Prosedur Perancangan Sistem. 
 Sumber : Penulis (2025) 

 
2.3 Bagan Alir atau Blok Diagram 

 

Diagram alir menjelaskan secara rinci alur sistem perangkat lunak, perangkat keras, serta integrasi 
keduanya  dalam  pengoperasian  drone  berbasis  kecerdasan  buatan  (arƟficial  intelligence)  untuk 
pengawasan  keamanan  di  Akademi  Angkatan  Laut  (AAL).  Sistem  ini  terdiri  dari  proses  input  data, 
pemrosesan menggunakan  algoritma  pengenalan wajah,  hingga  kontrol  keluaran  yang dilakukan oleh 
perangkat  keras pada drone. Proses  ini memasƟkan  seƟap  fungsi berjalan  sesuai dengan  tujuan  yang 
dirancang. Pada sistem ini, proses diawali dengan pengambilan data visual dari kamera resolusi Ɵnggi yang 
terpasang pada drone. Data tersebut kemudian diproses menggunakan algoritma berbasis ConvoluƟonal 
Neural  Networks  (CNN)  yang  dikembangkan  dengan  pustaka  seperƟ  TensorFlow  dan  OpenCV.  Hasil 
pemrosesan digunakan untuk mengenali  individu dan memberikan perintah navigasi kepada perangkat 
keras drone. Sistem juga terintegrasi dengan modul GPS untuk memasƟkan akurasi navigasi. Diagram alir 
sistem dirancang untuk memudahkan pemahaman tentang proses kerja perangkat keras dan perangkat 
lunak  secara  spesifik.  Berikut  adalah  flowchart  yang  menunjukkan  alur  proses  kerja  sistem  secara 
keseluruhan :  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  Gambar 2.2 Flowchart Proses Kerja Sistem Drone 
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Gambar  2.2 menunjukkan  alur  kerja  sistem  drone  berbasis  kecerdasan  buatan.  Proses  diawali 

dengan pengambilan data visual menggunakan kamera yang terintegrasi pada drone. Data ini dikirimkan 
ke  sistem  perangkat  lunak  untuk  diproses menggunakan  algoritma  pengenalan wajah  berbasis  CNN. 
Setelah wajah dikenali, hasil analisis digunakan untuk menentukan Ɵndakan lebih lanjut, seperƟ pelacakan 
individu atau patroli otonom di area tertentu. Jika hasil analisis mendeteksi wajah yang sesuai dengan data 
yang ada di basis data, maka drone akan memberikan sinyal untuk melanjutkan pemantauan atau Ɵndakan 
lainnya. Sebaliknya,  jika wajah  Ɵdak dikenali atau  terdeteksi  sebagai ancaman, operator di darat akan 
menerima noƟfikasi melalui perangkat monitoring untuk Ɵndakan manual lebih lanjut.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                Gambar 2.3 Flowchart Proses Perangkat Lunak deteksi objek 
                Sumber : Dikelola Penulis (2025) 
 
Gambar 2.3 menjelaskan proses perangkat  lunak yang digunakan untuk mendukung pengenalan 

wajah. Proses dimulai dengan menerima data  visual dari  kamera. Data  ini  kemudian diproses melalui 
algoritma OpenCV untuk deteksi fitur wajah dan TensorFlow untuk pengenalan lebih lanjut. Setelah data 
wajah berhasil dikenali, sistem mengirimkan hasil analisis ke modul kontrol yang menentukan Ɵndakan, 
seperƟ perintah navigasi atau pengiriman noƟfikasi ke operator.  
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                   Gambar 2.4 Flowchart Proses Perangkat Keras Navigasi dan Kontrol 
                                           Sumber : Dikelola Penulis (2025) 
 
Gambar 2.4 menunjukkan alur kerja perangkat keras, dimulai dari pengakƟfan modul utama seperƟ 

kamera, flight controller, GPS, motor brushless, dan modul telemetri. Komunikasi antara perangkat keras 
dan perangkat lunak memasƟkan semua fungsi berjalan sesuai rencana, termasuk stabilitas penerbangan 
dan pelacakan individu.  

 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
  
Gambar 2.5 menggambarkan integrasi perangkat keras dan perangkat lunak dalam sistem drone. 

Proses  integrasi dimulai dengan pengambilan data visual yang diproses perangkat  lunak, menghasilkan 
perintah  navigasi  yang  dikirimkan  ke  perangkat  keras.  Sistem  ini memasƟkan  drone  dapat  beroperasi 
secara otonom dengan akurasi Ɵnggi, bahkan di area dengan gangguan sinyal atau kondisi lingkungan yang 
kurang baik. 
 

Gambar 2.5 Flowchart Integrasi Sistem 
Sumber : Dikelola Penulis (2024) 
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2.4  Analisa Kebutuhan Perancangan 
a. Kebutuhan Komponen 

 
 

b.  Kebutuhan SoŌware 
1)  Visual Studio Code (VSCode) 
 
 
 
 
 
 
 
 
 
 
 
 

Gambar 2.6 Logo VSCode 
                                        Sumber : Web resmi visualstudio. (2025) 
 
 
 
 
 
 
 
 

Tabel 2.1 Kebutuhan Hardware 

No  Nama Komponen  Jumlah 

1  AcƟon cam  1 

2  ESC Skywalker 40A  1 

3  Motor Brushless 4108 380kV  4 

4  Telemetry Module 433 MHz  1 

5  Camera Gimbal  1 

6  Frame JMT630  1 

7  Video Receiver RC832S  1 

8  Video TransmiƩer TS5823S  1 

9  BaƩery LiPo 6S 5000mAh  1 

10  GPS Module  1 

11  Flight Controller Pixhawk 2.4.5  1 

12  Radio Receiver Flysky FS Ia6B  1 

13  Remote Control Flysky  1 

14  Radio TransmiƩer Jumper T12  1 
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\ 
Gambar 2.7 Tampilan VSCode. 

          Sumber : Dokumentasi Penulis (2025) 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 

     Gambar 2.8 User Interface VSCode. 
                                             Sumber : Dokumentasi Penulis (2025) 

 
Visual  Studio  Code  versi  1.86  digunakan  untuk  menulis  dan  mengembangkan 

algoritma  pengenalan  wajah  berbasis  Python.  Aplikasi  ini  mendukung  fitur  seperƟ 
debugging,  linƟng, dan  integrasi dengan Anaconda untuk mempermudah pengembangan 
kode.  Drone  dalam  tulisan    ini,  VSCode  digunakan  untuk mengimplementasikan  logika 
deteksi dan pengenalan wajah yang terintegrasi dengan kamera drone. 
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2) Anaconda 
 
 
 
   
 
 
                                                       Gambar 2.9 Logo aplikasi 
                                           Sumber : Web resmi anaconda. (2025) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                               Gambar 2.10 User Interface anaconda. 
 

Anaconda  versi  2023.07  digunakan  untuk  mengelola  lingkungan  Python, 
memungkinkan instalasi dan penggunaan library seperƟ TensorFlow, OpenCV, dan NumPy. 
Aplikasi ini sangat berguna dalam pengembangan sistem pengenalan wajah drone, karena 
mendukung pengelolaan dependency secara efisien dan menjalankan skrip Python dengan 
lingkungan yang terisolasi. 
3)  Mission Planner  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                            Gambar 2.11 User Interface 1. 
                                         Sumber : Dokumentasi website Ardupilot.org (2025) 
 
 
 
 
 



	
��
����������������������������
�

Volume 1 Nomor 2, Desember 2025 
 

52 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                 Gambar 2.12 User Interface 2. 
                                      Sumber : Dokumentasi website Ardupilot.org (2025) 
 

Mission Planner versi 1.3.80 digunakan untuk konfigurasi flight controller Pixhawk, 
merancang jalur waypoint, dan pengaturan parameter drone. Aplikasi ini digunakan untuk 
mengatur navigasi berbasis GPS, kalibrasi komponen, dan pengujian awal perangkat keras 
drone, memasƟkan semua komponen terintegrasi dengan baik sebelum operasi otonom. 
4)  OpenCV  
 
 
 
 
 
 
 
 
 
                                       
 
 
 
 
 
 
 
 
 
 
 
                                                         Gambar 2.13 Logo OpenCV. 
                                           Sumber : Dokumentasi website OpenCV. (2025)  

 
OpenCV versi 4.7.0 digunakan untuk pengolahan citra digital. Library ini memfasilitasi 

proses deteksi wajah, tracking target, dan preprocessing data kamera drone. Dalam sistem 
drone tesis ini, OpenCV digunakan untuk memproses data gambar real‐Ɵme yang dikirimkan 
oleh kamera drone untuk mendukung fungsi pengenalan wajah.  
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5) TensorFlow 
 
 
 
 

 
 
 
 
                                                     Gambar 2.14 Logo tensorflow. 
                                  Sumber : Diadaptasi dari website tensorflow. (2025) 
 

TensorFlow  versi  2.11  digunakan  untuk  melaƟh  dan  menjalankan  model  deep 
learning berbasis ConvoluƟonal Neural Networks (CNN). Framework ini memainkan peran 
kunci  dalam  pengembangan  algoritma  pengenalan  wajah,  memasƟkan  drone  dapat 
mendeteksi dan mengenali wajah individu dengan akurasi Ɵnggi. 

 
6) Python 
 

 
 
 
 
 
 
 
                                                           Gambar 2.15 Logo python. 
  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
                                            Gambar 2.16 Bahasa programming python. 
 
 

Python  versi  3.10  digunakan  sebagai  bahasa  pemrograman  utama  dalam 
pengembangan algoritma pengenalan wajah dan integrasi sistem drone. Python mendukung 
pustaka seperƟ TensorFlow dan OpenCV, yang esensial untuk mengimplementasikan fungsi 
deteksi, idenƟfikasi, dan analisis data kamera secara real‐Ɵme. 
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7) QGroundControl  
 
 

 
 
 
 

 
 
 
                                               Gambar 2.17 Logo QGroundControl. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 Gambar 2.18 User Interface QGC.. 

 
QGroundControl  versi  4.2.5  digunakan  sebagai  alternaƟf  untuk Mission  Planner. 

Aplikasi  ini memfasilitasi pemantauan dan kontrol real‐Ɵme drone, termasuk pengawasan 
kondisi  penerbangan,  data  GPS,  dan  status  baterai  selama  operasi  pengujian. 
QGroundControl  memberikan  fleksibilitas  tambahan  untuk  pengelolaan  drone  dalam 
skenario uji coba. 

 
8) Qt Designer 

 
 

 
 
 
 

 
       Gambar 2.19 Logo Qt Designer. 
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Gambar 2.20 Contoh antarmuka pengguna dengan PyQt. 
Sumber : Diadaptasi dari https://new.pythonforengineers.com/ (2025). 

 
PyQt versi 5 digunakan untuk merancang antarmuka pengguna grafis (Graphical User 

Interface/GUI)  yang menjadi  jembatan  antara  operator  dan  sistem  pengawasan  drone. 
Dengan PyQt, aplikasi GUI memungkinkan operator untuk memantau data visual dari drone 
secara  real‐time, menerima notifikasi deteksi wajah, dan mengatur mode operasi drone 
seperti patroli otonom atau pelacakan target. 

Fitur‐fitur PyQt yang dimanfaatkan meliputi: 
(a) Pembuatan antarmuka monitoring : Menampilkan data kamera drone secara 

langsung  dengan  frame  overlay  yang  dihasilkan  dari  analisis  algoritma 
pengenalan wajah. 

(b) Pengelolaan  kontrol  drone  : Operator  dapat memberikan  perintah  seperti 
memilih jalur waypoint atau target pelacakan langsung dari GUI. 

(c) Integrasi algoritma AI  : Hasil deteksi wajah oleh algoritma TensorFlow dan 
OpenCV langsung diakses dan divisualisasikan dalam aplikasi. 

Penggunaan  PyQt  dalam  penelitian  ini mendukung  kebutuhan  interaksi  operator 
dengan sistem secara efisien dan intuitif, meningkatkan pengelolaan drone dalam skenario 
pengawasan di Akademi Angkatan Laut (AAL). 

 
9) CorelDraw 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
                     Gambar 2.21 Desain Drone 
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CorelDRAW versi 2024 digunakan dalam tahap desain fisik drone. Perangkat lunak ini 
memungkinkan  perancangan  visual  dengan  presisi  tinggi  untuk berbagai  elemen  drone, 
seperti  badan  drone,  tata  letak  komponen,  dan  konfigurasi  propeller.  CorelDRAW 
memfasilitasi  pembuatan  sketsa  awal  hingga  desain  akhir  dengan mempertimbangkan 
dimensi drone, termasuk panjang, lebar, diameter propeller, dan lokasi pemasangan modul 
seperti kamera, GPS, dan flight controller. 

Dengan menggunakan  CorelDRAW,  desain  drone  dapat  divisualisasikan  secara 
detail  sebelum  tahap  pembuatan  fisik,  membantu  memastikan  efisiensi  tata  letak 
komponen serta kesesuaian desain dengan kebutuhan operasional. Perangkat lunak ini juga 
mempermudah kolaborasi antar tim melalui format desain yang mudah diintegrasikan ke 
perangkat lunak lain. 

 
2.5  Desain Sistem 

Media yang digunakan dalam pengembangan  sistem pengawasan berbasis drone pada  tesis  ini 
adalah  laptop, yang digunakan untuk menulis  instruksi, konfigurasi perangkat keras, serta menjalankan 
algoritma pengenalan wajah berbasis kecerdasan buatan. Laptop  juga menjadi pusat pemantauan data 
visual yang dikirim oleh drone selama operasi.  

Komunikasi  data  antara  laptop  dan  drone  menggunakan  komunikasi  nirkabel  melalui  modul 
telemetry 433 MHz. Data dari  laptop berisi perintah untuk mengatur  jalur navigasi, mode pengawasan, 
atau target wajah yang akan diikuƟ oleh drone.  Integrasi antara drone dengan flight controller Pixhawk 
2.4.5, akan menjalankan perintah  ini dan mengoordinasikan  fungsi komponen seperƟ motor brushless, 
kamera, modul GPS, dan gimbal. 

Kamera  drone  akan  menangkap  gambar  wajah  secara  real‐Ɵme,  yang  kemudian  diproses 
menggunakan  algoritma  pengenalan  wajah.  Hasil  analisis  wajah  ditampilkan  di  perangkat  lunak 
pemantauan pada  laptop.  Jika  idenƟfikasi wajah sesuai dengan database yang  telah ditentukan, drone 
dapat secara otomaƟs mengikuƟ target atau melanjutkan patroli otonom yang telah dirancang. Namun, 
jika  idenƟfikasi Ɵdak sesuai atau  terjadi potensi ancaman, operator dapat memberikan perintah untuk 
menindaklanjuƟ atau memodifikasi jalur patroli drone. 

Sistem ini memasƟkan operasi pengawasan berbasis drone berjalan secara otonom dan efisien di 
lingkungan Akademi Angkatan Laut, dengan kemampuan untuk menyesuaikan respons secara real‐Ɵme 
sesuai dengan data yang diperoleh. 

Untuk menghasilkan desain yang akurat, digunakan aplikasi desain grafis CorelDRAW. Aplikasi  ini 
memfasilitasi pembuatan model drone  secara detail, dengan memperkirakan dimensi  seperƟ panjang, 
lebar, Ɵnggi, dan diameter baling‐baling. Langkah‐langkah yang dilakukan melipuƟ perancangan rangka 
utama (frame), pengaturan posisi komponen, serta perhitungan dimensi agar drone tetap ringan namun 
kokoh. Pemilihan bahan  seperƟ  serat  karbon  juga menjadi perƟmbangan utama dalam proses desain 
untuk menjaga bobot yang minimal namun tetap kuat dan tahan terhadap tekanan. 

Pada  tahap  ini,  perancangan  sistem  juga  mencakup  penyusunan  skema  hubungan  antara 
komponen  perangkat  keras  yang  digunakan  dalam  drone.  Skema  ini  bertujuan  untuk  memberikan 
gambaran  rinci  tentang bagaimana  seƟap perangkat keras  saling  terhubung dan berfungsi dalam  satu 
kesatuan sistem. Penyusunan skema ini menjadi langkah penƟng untuk memasƟkan kompaƟbilitas antar 
komponen, efisiensi komunikasi data, dan kestabilan sistem selama operasi. 

Komponen utama yang  terlibat melipuƟ flight  controller, kamera, modul GPS, motor brushless, 
Electronic Speed Controller  (ESC), modul  telemetri 433 MHz, dan baterai. SeƟap komponen dirancang 
untuk saling terintegrasi melalui  jalur komunikasi yang  telah ditentukan serta koneksi daya utama dari 
baterai ke seluruh komponen. 
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                                         Gambar 3.37 Desain Sistem Komponen. 
                                          Sumber : Dokumentasi Penulis. (2025) 

 
Dalam penyusunan  skema  ini, perhaƟan diberikan pada urutan aliran data dan daya. Data dari 

kamera, misalnya, akan diteruskan ke flight controller untuk diproses lebih lanjut menggunakan algoritma 
berbasis AI, sedangkan modul GPS memberikan informasi posisi secara real‐Ɵme kepada sistem navigasi. 
Komunikasi antara perangkat keras dan perangkat  lunak dilakukan secara nirkabel menggunakan modul 
telemetri, memungkinkan operator di darat untuk memantau dan mengontrol drone selama operasi. 

Skema ini juga memetakan hubungan antara perangkat keras yang mendukung fungsi pengawasan 
berbasis  kecerdasan  buatan.  Dengan  skema  yang  jelas  dan  terstruktur,  seƟap  komponen  dapat 
diintegrasikan dengan  lancar, memasƟkan bahwa drone mampu menjalankan fungsinya secara otonom 
dan efisien. Pendekatan  ini menjadi  landasan bagi keberhasilan  implementasi sistem yang andal dalam 
pengamanan objek vital seperƟ di Akademi Angkatan Laut. 

 
3.   Pembahasan 
     3.1  Implementasi Desain 

Tahapan awal dalam peneliƟan  ini adalah melakukan perancangan desain sistem, baik 
untuk aspek perangkat keras drone maupun pengembangan perangkat  lunak pendeteksi objek 
berbasis  kecerdasan  buatan  (ArƟficial  Intelligence). Desain  dilakukan  dengan memperhaƟkan 
kebutuhan  sistem  pengawasan  di  lingkungan  Akademi  Angkatan  Laut  (AAL),  yang mencakup 
spesifikasi flight  controller,  sistem  kamera,  jalur  komunikasi data,  serta pengolahan  informasi 
visual secara real‐Ɵme. 

Model perancangan dikembangkan menggunakan  simulasi desain 3D untuk kerangka 
drone, diagram integrasi sistem elektronik, serta alur sistem komunikasi antara drone dan Ground 
Control StaƟon (GCS). 

 
3.2  Implementasi Perangkat Keras 

Perangkat keras yang digunakan dalam peneliƟan ini mencakup drone, kamera resolusi 
Ɵnggi, flight controller, motor brushless, baterai, modul GPS, dan sistem komunikasi telemetry 
433 MHz. Implementasi perangkat keras diawali dengan perakitan komponen drone, dilanjutkan 
dengan pengujian stabilitas penerbangan dan integrasi dengan sistem pengenalan wajah berbasis 
AI.    
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Tahapan implementasi perangkat keras dilakukan dengan langkah‐langkah berikut : 
a. Perakitan Frame dan Komponen Utama 

Frame drone dibuat dari material ringan seperƟ serat karbon untuk memasƟkan 
stabilitas dan efisiensi penerbangan. Selanjutnya, motor brushless, ESC, dan baterai LiPo 
dipasang sesuai dengan spesifikasi teknis. 

 

 

 

 

 

 

 

 

 

 

                               Gambar 3.1 Proses Perakitan Kerangka dan Komponen Utama. 
                    Sumber : Dokumentasi Penulis. (2025) 

 

b. Percobaan dan Kalibrasi Kamera 

Kamera yang digunakan untuk pengenalan objek dipasang dengan gimbal stabilizer untuk 
memasƟkan hasil tangkapan gambar tetap stabil meskipun drone bergerak. Kamera ini terhubung 
dengan sistem pemrosesan berbasis AI yang akan mengolah gambar secara real‐Ɵme. 

 

 

 

 

 

 

 

 

 

 

 

Gambar 3.2. Screenshot Inisialisasi Kamera dengan Laptop. 
Sumber : Dokumentasi Penulis. (2025) 
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c. Instalasi Flight Controller Pixhawk 

Pixhawk 2.4.5 digunakan  sebagai pusat  kendali drone, mengatur pergerakan,  keƟnggian, 
serta menerima  perintah  dari  sistem  AI  untuk menentukan  navigasi  drone  berdasarkan  data 
pengenalan wajah. 

 

 

 

 

 

 

 

 

 

 
 
 

Gambar 3.3 Proses Perakitan Flight Controller Pixhawk. 
Sumber : Dokumentasi Penulis. (2025) 

 

d. Pemasangan Modul GPS dan Telemetry 433 MHz 

Modul GPS digunakan untuk memasƟkan akurasi navigasi drone, sedangkan telemetry 433 
MHz digunakan untuk komunikasi antara drone dan operator dalam mode pemantauan manual. 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Gambar 3.4 Proses Modul GPS dan Telemetry. 
Sumber : Dokumentasi Penulis. (2025) 

 



	
��
����������������������������
�

Volume 1 Nomor 2, Desember 2025 
 

60 

 

4.3  Pengujian Terbang  

Pengujian  terbang  bertujuan  untuk mengevaluasi  performa  keseluruhan  drone  secara  nyata  di 
lingkungan operasional serta memasƟkan bahwa sistem pengenalan objek berbasis arƟficial intelligence 
(AI)  dapat  berfungsi  opƟmal  saat  drone  berada  dalam  kondisi  terbang.  Secara  umum,  pengujian  ini 
dilakukan untuk mengukur integrasi antara sistem kendali, sistem navigasi, serta kecerdasan buatan pada 
drone. 

 

 

 

 

 

 

 

 

 

 

 

Gambar 3.5 Proses Uji Terbang. 
Sumber : Dokumentasi Penulis. (2025) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Gambar 3.6 Tampilan Layar pada Laptop saat Uji Terbang. 
Sumber : Dokumentasi Penulis. (2025) 
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Tabel 3.1 Pengujian Terbang 

No  Parameter yang 
Diuji 

Tujuan Pengujian  Hasil Pengujian  Keterangan 

1  Stabilitas Hover  Menilai kestabilan saat diam 
di udara 

Stabil dalam 5 detik 
pertama, sedikit drift ke 
kiri 

Stabil, perlu 
trimming sedikit 

2  Waktu Terbang 
(Flight Time) 

Mengukur daya tahan 
baterai 

± 14 menit dengan 
beban AI aktif 

Sesuai ekspektasi 
teknis 

3  Jangkauan Kontrol  Menguji jarak maksimal 
drone masih dapat 
dikendalikan 

± 100 meter   Aman  

4  Respon Take‐off 
dan Landing 

Menguji kelancaran proses 
lepas landas dan mendarat 

Lancar dan responsif  Baik 

5  Pengiriman 
Notifikasi (jika 
ada) 

Menguji fitur notifikasi saat 
objek terdeteksi 

Notifikasi terkirim ke 
perangkat kontrol 

Fungsi berjalan 

6  Akurasi Posisi GPS  Mengukur akurasi posisi 
berdasarkan koordinat GPS 

Deviasi ±2 meter  Sesuai spesifikasi 
modul GPS 

7  Pengaruh Angin 
Ringan 

Menguji stabilitas dalam 
angin < 15 km/jam 

Tetap stabil, koreksi 
otomatis berhasil 

Baik dalam 
kondisi normal 

 

3.4  Pengujian Deteksi Objek 
Pengujian object detecƟon dilakukan untuk mengukur akurasi sistem dalam mengenali objek target 

di  lingkungan pengawasan. Pengujian kamera deteksi objek bertujuan untuk memasƟkan bahwa sistem 
pengenalan objek berbasis ArƟficial Intelligence (AI) yang ditanamkan pada drone dapat mendeteksi dan 
mengklasifikasikan objek dengan akurat dalam berbagai kondisi lingkungan. Pengujian ini dilakukan untuk 
mengevaluasi performa kamera serta algoritma deteksi yang digunakan. 

a. Metode Pengujian Real Time 

Metode yang digunakan adalah pengujian langsung (real‐Ɵme test) di lapangan terbuka dan 
area  simulasi keamanan di  lingkungan Akademi Angkatan  Laut. Kamera  yang digunakan adalah 
kamera analog , yang terhubung dengan modul transmiƩer dengan frekwensi 5.8 Ghz untuk dikirim 
ke operator. 
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Langkah‐langkah pengujian: 

1) Drone diterbangkan di area pengujian yang telah ditentukan. 
2) Sistem AI akƟf secara real‐Ɵme untuk mendeteksi objek seperƟ manusia, kendaraan, 
dan benda mencurigakan. 
3) Hasil deteksi ditampilkan melalui antarmuka (user  interface) dan dicatat dalam  log 
pengujian. 
4) Dilakukan pengamatan terhadap: 

(a) Kecepatan deteksi  
(b) Jarak maksimum deteksi 
(c) Akurasi deteksi terhadap berbagai objek 
(d) Kemampuan sistem dalam kondisi pencahayaan berbeda 

                        Tabel 3.2 Hasil Pengujian Deteksi Objek 

No  Objek Uji  Jarak 
(meter) 

Kondisi 
Cahaya 

Deteksi 
Berhasil 

Akurasi 
(%) 

Keterangan 

1  Manusia  5  Terang  Ya  95%  Deteksi sangat stabil 

2  Manusia  10  Redup  Ya  88%  Deteksi melambat 

3  Kendaraan 
roda 2 

12  Terang  Ya  93%  Deteksi cepat 

4  Kendaraan 
roda 4 

10  Terang  Ya  90%  Jarak maksimum 
terdeteksi 

5  Benda lainnya  8  Redup  Ya  85%  Terdeteksi lambat 

 

 

 

 

 

 

 

 

 

 

Gambar 3.3 Pengujian Kamera Deteksi Target 

Dari hasil pengujian kamera didapatkan  jarak 5‐15 meter, kondisi pencahayaan siang hari 
standar. 
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b.  Metode Pengujian Otonom 
Drone diprogram untuk menjalankan flight path secara otonom menggunakan koordinat GPS 

yang  telah  ditentukan.  Sistem  AI  yang  telah  ditanamkan  akan  bekerja  secara  real‐Ɵme  untuk 
mendeteksi objek saat drone bergerak. 
Langkah‐langkah pengujian: 

1) Drone diterbangkan secara otomaƟs berdasarkan waypoint yang telah diprogram. 
2) Saat berada dalam jalur patroli, sistem AI akan akƟf melakukan real‐Ɵme object 
detecƟon. 
3) KeƟka objek terdeteksi, drone akan: 

(a) Memberi tanda visual pada layar monitor (bounding box dan label objek). 
(b) Merekam lokasi GPS tempat objek terdeteksi. 
(c) Mengambil dokumentasi berupa foto atau video. 

c. Hasil deteksi direkam dalam log sistem untuk dianalisis lebih lanjut. 
Parameter yang diamaƟ:  

1) Keberhasilan drone menjalankan misi secara otonom. 

2) Respons sistem terhadap deteksi objek (reaksi dan pencatatan). 

3) Stabilitas sistem saat berpindah waypoint dan mendeteksi secara simultan. 

4) Akurasi koordinat pelaporan lokasi objek. 
 
                      Tabel 3.3 Hasil Pengujian Otonomus 

No  Objek Uji  Jarak 
Deteksi 

Lokasi (GPS)  Respons 
Sistem 

Status 
Misi 

Keterangan 

1  Manusia  12 m  ‐7.9797°, 
112.6100° 

Terdeteksi & 
log 

Sukses  Deteksi cepat dan 
akurat 

2  Manusia  15 m  ‐7.9792°, 
112.6290° 

Terdeteksi & 
log 

Sukses  Dokumentasi 
tersimpan 

 3  Benda 
mencurigakan 

7 m  ‐7.9797°, 
112.6304° 

Terlambat 
deteksi 

Sukses  Ada latensi, tetap 
tercatat 

4  Tidak ada objek  ‐  ‐  Tidak ada 
respons 

Sukses  Sistem idle saat 
kosong 

 

 

 

 

 

 

 

 

Gambar 3.4 Deteksi Target Mode Otonom 

3.5  Pembahasan 

Implementasi dan hasil dari rancang bangun drone dengan kemampuan pengenalan objek berbasis 
ArƟficial  Intelligence  (AI)  dalam  rangka meningkatkan  sistem  keamanan  di  Akademi  Angkatan  Laut. 
Pembahasan difokuskan pada performa sistem, keefekƟfan pengenalan objek, mode operasi drone, serta 
tantangan teknis yang dihadapi selama pengujian. 
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Sistem drone dirancang dengan integrasi beberapa komponen utama, yaitu rangka drone dengan 
rangka karbon, flight  controller, modul GPS, kamera pengawas, dan unit komputasi yang menjalankan 
model AI untuk pengenalan objek. Model deteksi objek diopƟmasi untuk mengenali objek‐objek yang 
berkaitan dengan sistem keamanan, seperƟ manusia, kendaraan, dan benda mencurigakan. 
Drone dioperasikan dalam dua mode, yaitu: 

a. Mode  Manual:  Operator  mengendalikan  drone  melalui  remote  control  dan  menerima 
informasi visual dari kamera. 

b. Mode Otonomus: Drone mengikuƟ jalur waypoint dan melakukan pendeteksian objek secara 
mandiri. 
Hasil pengujian menunjukkan bahwa sistem deteksi objek mampu mengidenƟfikasi objek dengan 

Ɵngkat akurasi yang cukup Ɵnggi. Dalam kondisi pencahayaan yang baik, sistem mampu mengenali objek 
manusia dan kendaraan dengan akurasi di atas 90%. Namun, dalam kondisi pencahayaan rendah, akurasi 
menurun hingga kisaran 80–85%, tergantung pada jarak dan sudut pandang kamera. Selain itu, sistem juga 
mampu membedakan antara objek diam dan objek yang bergerak, meskipun respons terhadap objek yang 
bergerak cepat mengalami delay. 

Pada  pengujian  mode  otonomus,  drone  berhasil  menavigasi  lintasan  yang  telah  diprogram 
menggunakan ƟƟk koordinat GPS. Saat drone mendeteksi objek selama patroli, sistem secara otomaƟs: 

a. Menyimpan lokasi GPS tempat deteksi terjadi 

b. Mengambil foto objek 

c. Menampilkan label klasifikasi objek secara real‐Ɵme 
Keberhasilan misi patroli otonomus mencapai Ɵngkat keberhasilan di atas 85%, meskipun beberapa 

kendala seperƟ sinyal GPS dan daya baterai mempengaruhi kestabilan penerbangan dalam sesi uji coba 
tertentu. 

4. Kesimpulan 

Berdasarkan  hasil  penelitian  dan  pengujian  yang  telah  dilakukan,  dapat  diambil  beberapa 
kesimpulan sebagai berikut: 

a. Sistem  drone  berbasis  Artificial  Intelligence  berhasil  dirancang  dan  diimplementasikan 
dengan kemampuan untuk mendeteksi objek secara real‐time, seperti manusia, kendaraan, dan 
benda  mencurigakan,  dengan  tingkat  akurasi  yang  cukup  tinggi,  khususnya  dalam  kondisi 
pencahayaan yang memadai. 
b. Mode otonomus pada drone dapat berjalan dengan baik dengan memanfaatkan navigasi 
berbasis GPS. Drone mampu melakukan patroli secara mandiri mengikuti  lintasan waypoint dan 
secara otomatis mendeteksi serta mencatat objek yang ditemukan beserta lokasi koordinatnya. 
c. Sistem ini memberikan kontribusi nyata terhadap peningkatan keamanan di lingkungan 
Akademi Angkatan Laut, karena memungkinkan pemantauan area luas secara efisien, mengurangi 
risiko bagi personel, serta memberikan data yang dapat digunakan sebagai bahan evaluasi dan 
pengambilan keputusan. 
d. Integrasi antara perangkat keras (hardware) dan perangkat lunak (software) berjalan secara 
sinkron, meskipun terdapat beberapa kendala seperti keterbatasan daya pemrosesan, delay pada 
pendeteksian objek tertentu, dan sensitivitas terhadap pencahayaan yang perlu dioptimalkan lebih 
lanjut. 
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